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Abstract: In determining position using GPS, due to local effects, pseudo-range errors 
cannot be mitigated by methods such as the use of reference stations or mathematical 
models; however, by using precise carrier phase observations and deploying a 
statistically optimal filter such as Phase-Adjusted Pseudo-range (PAPR) algorithm, the 
error can be significantly reduced. Additionally, the correlation between observations is 
a factor affecting positioning accuracy. In this paper, by using both pseudo-range and 
carrier phase observations and taking into account the effect of spatial correlation 
between observations to determine the variance-covariance matrix, the accuracy of 
position determination using the recursive Least Squares method is increased. For this 
purpose, the PAPR algorithm was implemented to reduce error. Next, a non-diagonal 
variance-covariance matrix was introduced to estimate the variance of the observations 
based on their spatial correlations. Experimental results on real data show that the 
proposed method improves positioning accuracy by at least 10% compared to previous 
methods. To evaluate the complexity of the proposed models, we employed an ARM 
STM32H743 processor. The findings indicate a modest increase in the proposed model 
complexity compared to earlier models, along with a substantial improvement in 
positioning accuracy. 

Keywords: GPS, Phase-Adjusted Pseudo-range Algorithm, Recursive Least Squares, 
Spatial Correlations, Variance-Covariance Matrix. 

 

1  Introduction 

HE final stage of a GPS software receiver involves 
solving navigation equations and determining the 

position. In this stage, the navigation equations are 
formed using pseudo-range and carrier phase 
observations from at least four satellites. Then, by 
solving these equations, the position is determined. 

There are two primary methods for solving navigation 
equations: (1) The Least Squares (LS) algorithm and (2) 
the Kalman Filter (KF). In the LS algorithm, the position 
is obtained by minimizing the sum of the residual 
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squares of each equation. In contrast, the KF is an 
optimal estimator that employs the state-space concept 
and the system error models to provide an optimal 
estimate of the system state using a series of noisy 
measurements [1,2]. 

To accurately describe the motion of a target, the KF 
requires a dynamic model to obtain prior knowledge 
about how the target moves. Its performance 
significantly depends on the quality of this model. 
Choosing an inappropriate model, especially when GPS 
observations are distorted due to phenomena such as 
signal loss, multi-path effects, and so on, can lead to 
reduced filter performance or even divergence. On the 
other hand, compared to the LS, KF is used in 
positioning in a smaller dynamic range of the user, i.e., 
the conditions in which the acceleration derivative does 
not exceed 2g (where g represents gravitational 
acceleration). When the user is in high dynamic 
conditions, adopting KF position and velocity results 
leads to reduced performance. This is due to 
inaccuracies in the estimation of the highest order state 
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estimations, which causes the model to mismatch at the 
moments of high acceleration derivatives [3]. 

To achieve higher accuracy in real-time positioning 
using single-frequency GPS receivers, various methods 
have been proposed, such as: differential positioning, 
integration with other navigation systems, use of 
supplementary tools, etc. However, these methods 
generally entail significant complexity and high 
implementation costs [4-6]. 

In determining the GPS receiver's position, pseudo-
range observations play a central role. The main sources 
of error include ionospheric and tropospheric errors, 
satellite clock and orbit errors, and the pseudo-range 
errors. The first two errors can be corrected by methods 
such as using augmentation corrections from reference 
stations or using the mathematical models; however, 
since pseudo-range errors are local effects, they cannot 
be corrected by these methods. In this situation, carrier 
phase observations can significantly reduce the error. 

Two common methods for reducing pseudo-range 
noise using carrier phase measurements are the Hatch 
smoothing algorithm and the phase-connected pseudo-
range algorithm [7-9]. In the Hatch algorithm, a 
recursive process is used to calculate the receiver 
location, epoch after epoch; however, the severe time 
correlations between pseudo-range observations in 
differential applications prevent the model from 
functioning recursively. In this algorithm, these 
correlations are ignored. In the phase-connected pseudo-
range algorithm, differential carrier phase observations 
from two consecutive epochs are used along with code 
observations. In this algorithm, the correlation is lower 
than in the Hatch algorithm but still cannot be ignored, 
making it impossible to estimate the position using a 
recursive method. Therefore, these algorithms are not 
optimal solutions [10,11]. 

Another proposed algorithm for this purpose is the 
Phase-Adjusted Pseudo-range (PAPR) algorithm, which 
is more efficient than previous methods [10,12]. In this 
algorithm, a Recursive Least Squares (RLS) filter is 
applied with code and carrier phase observations used 
simultaneously in a unified model, where the carrier 
phase ambiguities are considered unknown constant 
parameters. These unknown parameters, along with the 
positioning parameters, are recursively estimated 
[11,13]. This method minimizes the computational load 
and preserves all information. It has been proven to be 
statistically optimal and fully models the system's 
behavior. 

To accurately determine the position, a stochastic 
model is needed to estimate the statistical characteristics 
of the observations [14-16]. Existing models generally 
use either the elevation angle or SNR of the observations 
[17,18]. By assuming insignificant spatial correlations 

between observations, they obtain the variance-
covariance matrix in a diagonal form while considering 
spatial correlations between non-differential 
observations, which can lead to higher accuracy. 

In this paper, positioning using the PAPR algorithm is 
performed with non-differential data in a single-
frequency GPS receiver and its performance is compared 
with the Least Squares method. Next, to increase the 
accuracy, two non-diagonal variance-covariance 
matrices were introduced to estimate the variance of the 
observations their spatial correlations. 

The proposed method is implemented on a receiver 
and tested with real-time data. Experiments show that 
the proposed method improved positioning accuracy by 
at least 40% compared to the LS method and by at least 
10% compared to diagonal VCM-based methods. 

This paper is organized as follows. In the second 
section, the PAPR algorithm is described. The third 
section presents the proposed method for estimating the 
variance of observations. The fourth section presents the 
experimental results and their analysis. Finally, the 
conclusion is presented in the last section of the paper. 

2 Positioning using Phase-Adjusted Pseudo-range 
Algorithm 

The PAPR algorithm is an optimal solution in which 
all observations (code and carrier phase measurements) 
are used in a unified model, with ambiguities and 
position parameters estimated by an RLS solution [19]. 
In this method, observations are used non-differentially. 
The following presents the equations for this method. 

The observation equations are as follows: 
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where iP  is the linearized pseudo-range vector at epoch 

it , ix  is the vector of unknown parameters at epoch it , 

iΦ  is the vector of linearized carrier phases at epoch it ,  

iA  is the linearized design matrix at epoch it , ∇  is the 
vector of unknown ambiguities, and 

iPQ  and 
i

QΦ  are the 
variance matrix of code and carrier phase measurements 
at epoch it , respectively. Thus, the recursive equations 
for the position parameters can be expressed as follows: 
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Additionally, the updated values of ambiguities can be 
obtained using Equations (5) and (6): 
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The initial values of the parameters 1x̂ , 1∇̂ , 
1x̂Q , and 

1∇̂
Q  are obtained from a Least Square solution [20]. 

This algorithm is optimal as it completely models the 
behavior of the system and requires no additional 
assumptions, except the assumption that there is no time 
correlation between epochs. 

To estimate the position based on the PAPR algorithm, 
the following steps must be performed: 

1. Formation of linearized pseudo-range and carrier 
phases vectors P0 , Φ0 and the design matrix A0 with the 
initial values of the observations. 

It should be noted that the linearized matrices are 
obtained from the difference between the observed 
pseudo-range and the calculated pseudo-range based on 
the current position of the satellite and the user. 

2. Estimation of the initial epoch’s position parameters 
and ambiguities and their variance matrices from the LS 
solution. 

3. Formation of the linearized pseudo-range and carrier 
phases vectors and the design matrix at epoch it ( iP , iΦ  

and iA ) based on the observations at that epoch. 

4. Updating the position parameters at epoch it  using 
Equations (3) and (4). 

5. Updating the values of ambiguities at epoch it  
using Equations (5) and (6). 

6. Repetition of steps 3 to 5 until the observations 
continue. 

As mentioned earlier, in standalone positioning, the 
main sources of error are satellite clocks and orbits, 
tropospheric and ionospheric delays and the pseudo-
range noise. Except for code noise, other sources can be 
compensated using products, such as global ionosphere 
maps, precise ephemerides, and a precise tropospheric 
model. However, the code noise, which is significantly 
large in this positioning mode, cannot be mitigated in the 
same way. Therefore, this positioning mode greatly 
benefits from filtering with carrier phase observations to 
reduce pseudo-range noise. 

3 Variance Estimation Method 

Appropriate weighting of observations is essential 
because GPS measurements taken at different epochs or 
from different satellites do not have the same accuracy. 
In other words, the quality of observations differs. This 
variation is mainly due to factors such as random noise, 
correlation between observations, tracking loop 
characteristics, receiver dynamics, signal strength, multi-
path, atmospheric effects, etc. Therefore, assigning a 
higher weight to accurate observations, which contribute 
more to parameter estimation than imprecise ones, 
reduces the impact of low-quality observations. As a 
result, positioning accuracy is improved [19]. 

The weighting method used in the VCM ensures that 
observations are included in the RLS algorithm based on 
their reliability. This approach improves the accuracy of 
the solution by prioritizing high-quality data while 
reducing the impact of less accurate or highly correlated 
observations. The VCM, defined based on the stochastic 
model, represents the statistical characteristics of GPS 
observations. The main diagonal elements (variances) 
represent observation accuracy, while the non-diagonal 
elements (covariances) represent the correlations 
between observations [21,22]. 

A complete variance-covariance matrix is defined in 
Equation (7): 





















=

2
,,21,

,2
2

2,21,2

,12,1
2
1,1

kR

nnnn

n

n

σσσ

σσσ
σσσ







       (7) 

where 2
,iiσ  represents the measurement noise variance of 

the i‐th observation (variances) and ji ,σ  represents the 
measurement noise variance between the i-th and j-th 
observation (covariances). 

The VCM can be defined in two ways: diagonal and 
non-diagonal. Using a diagonal matrix, where physical 
correlations between GPS measurements are neglected, 
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leads to less accurate positioning results. The use of a 
simplified VCM, containing only diagonal variance 
elements, leads to biased parameter estimates and overly 
optimistic formal accuracy measures. Correlations 
between observations make the non-diagonal elements 
of the VCM non-zero. A suitable stochastic model for 
GPS observations should account for both the 
observation quality indicators and the possible 
correlation of GPS observations [23]. 

Physical correlations include three types: spatial, 
temporal, and cross-correlations, representing 
correlations in space, over time, and between 
frequencies, respectively. Temporal correlation, which 
refers to correlations between observations at different 
epochs, is significant in GPS differential observations 
for relative positioning. In non-differential conditions, its 
value can be neglected because the differentiation 
process increases the time correlation of phase 
observations. The cross-correlation is also significant 
between L1 and L2 carriers but negligible between phase 
and code observations. Finally, spatial correlation refers 
to the correlation between observations from different 
satellites at the same time and location due to similar 
observational conditions [23]. 

Based on the above explanations and considering that 
non-differential pseudo-range observations are used for 
positioning in this paper, spatial correlation is 
considered, while other correlations with negligible 
values are ignored. In addition, as the trigonometric 
model is one of the most common and accurate models 
for variance estimation, it is used here to complete the 
stochastic model for both code and phase measurements. 
In the proposed VCM for n satellites, taking into account 
the spatial correlation between the observations, the 
variances and covariances are defined according to 
Equations (8) and (9), respectively: 
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where iEl  indicates the elevation angle of the i-th 
satellite, θ0 is a reference elevation angle, and α is a 
weighting factor to model the covariance between 
different satellites. 

Figure 1 shows the variance curves obtained from the 
sinusoidal and tangential models with respect to the 
elevation angle. Also, Fig. 2 illustrates the variances and 
covariances of two satellites at different elevation angles 
using the proposed VCM based on the sinusoidal model. 

4 Experimental Results 

This section presents and analyzes the experimental 
results of the proposed method. In all experiments, a 
single-frequency PPP approach was implemented. The 
proposed methods are applied to raw data or GPS 
observations from a U-Blox ZED-F9T receiver. The 
experiments have been statically at a location within the 
Iran University of Science and Technology. The test 
setup and the test location are shown in Figs. 3 and 4, 
respectively. 

 
Fig 1. The variance curves based on the sinusoidal and 

tangential models. 

 
Fig 2. The variances and covariances of two satellites for 
different elevation angles using the proposed VCM based 

on the sinusoidal model. 

The flowchart used for positioning is presented in Fig. 
5. To evaluate the performance of the proposed method, 
positioning was performed using the LS method, the KF  
and the PAPR algorithm, along with four different 
observation weighting methods (diagonal VCM based on 
sinusoidal and tangential models, and the proposed 
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VCM based on sinusoidal and tangential models). Figure 
6 shows the positioning error of the aforementioned 
methods, and the RMS values of the positioning errors 
obtained from the different methods are presented in 
Table 1. 

 
Fig 3. The test setup. 

 
Fig 4. The location of the tests. 

The LS method shows the highest error, and the use of 
the PAPR algorithm reduces this error. Additionally, the 
proposed VCM shows better results than the diagonal 
VCM, and among the two proposed VCMs, the 
tangential model provides more accurate positioning. 
Error fluctuations in this method are smaller than in the 
other methods. Finally, among all the methods, the 
PAPR algorithm combined with the proposed VCM 
based on the tangential model achieves the best 
positioning accuracy. 

In the next step, to further evaluate the efficiency of 
the methods, Cumulative Distribution Function (CDF) 
and Probability Density Function (PDF) curves of the 
errors were generated. These curves are shown in Figs. 7 
and 8, respectively, and the statistical parameters derived 
from these curves are provided in Table 2. 

As shown in Fig. 7, the CDF curve of the PAPR 
algorithm combined with the proposed VCM based on 
the tangential model exhibits lower error values 
compared to other methods. As seen in Fig. 8, the peak 

  
Fig 5. The flowchart of positioning. 

 
Fig 6. The positioning error of different methods. 
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of the PDF curve for the mentioned method occurs at 
lower error values, and the curve's width is smaller than 
that of the other methods, indicating the superior 
performance of this method. 
Table 1. The positioning error of different methods in meters. 

Method RMSE 

LS 13.48 
PAPR + diag VCM (tan) 10.26 
PAPR + diag VCM (sin) 9.28 

KF 8.97 
PAPR + proposed VCM (sin) 8.87 
PAPR + proposed VCM (tan) 8.22 

 

Table 2. The positioning error of different methods in meters. 

Method Average 
Error 

STD of 
Error 

Error 
(0%95) 

LS 13.43 1.1 15.25 
PAPR + diag VCM 

(tan) 10.25 0.56 11.19 

PAPR + diag VCM 
(sin) 9.26 0.53 10.15 

KF 8.96 0.47 9.74 
PAPR + proposed 

VCM (sin) 8.85 0.46 9.63 

PAPR + proposed 
VCM (tan) 8.21 0.43 8.91 

 

 
Fig 7. The CDF of different methods. 

Table 2 shows that the PAPR algorithm, combined 
with the proposed VCM based on the tangential model, 
performs better than other methods in terms of mean 
error, standard deviation of error, and 95% error. 

Therefore, based on the obtained results, it can be 
concluded that the PAPR, combined with the proposed 
tangential-based VCM, provides better stability, 
smoothness, and accuracy than other methods. 

 
Fig 8. The PDF of different methods. 

In further analyzing the proposed methods, it is 
important to note that in the practical application, 
assigning realistic weights to observations presents a 
challenge. Variance models that rely on elevation angles 
typically assume a direct relationship between the 
satellite’s elevation and the quality of the GPS signal. 
However, these models are inadequate for measurements 
heavily impacted by signal diffraction patterns or 
receiver characteristics. Consequently, when dealing 
with measurements acquired under less-than-ideal 
conditions, considering direct signal quality measures, 
such as Signal-to-Noise Ratio (SNR), can further 
improve performance. 

Given that the presented methods deal with matrix 
calculations, the dimensions of the matrix depend on the 
number of satellites the receiver uses in navigation. On 
the other hand, some observations, such as the pseudo-
range, are from the order of 1e6. Therefore, quantum 
errors in expressing numbers, such as rounding decimal 
numbers, or errors caused by hardware, such as overflow 
and number of bits limitation in FPU computations, 
cause the positioning calculation to deviate from the 
actual value. Besides that, memory plays a significant 
role in keeping observations for each proposed method. 
The more satellites in the receiver's field of view, the 
more memory is needed to store GPS observations 
temporarily. As a result, hardware implementation is 
limited regarding processor speed and memory.  
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The STM32H743 microcontroller is a powerful 
processor for complicated matrix calculations. 
According to Fig. 3 and 4, the complexity of the 
proposed models based on GPS observations was 
evaluated using an STM32H743 32-bit Cortex-M7 ARM 
processor, operating at a maximum frequency of 480 
MHz, alongside a Ublox ZED-F9T receiver. The 
processor features an IEEE 754-compliant FPU, 
enabling high-precision decimal calculations. GPS 
observations were collected in stationary mode at a 10 
Hz update rate with the Ublox ZED-F9T receiver. Table 
3 provides a comparative analysis of the complexity of 
the implemented methods. 
Table 3. Comparison of hardware implementation complexity 

of different methods. 

Method PT 
[𝜇𝜇Sec] 

Flash Memory 
Usage [kByte] 

Total 
Memory 

Usage (%) 
LS 4.8 14.54 0.71 

PAPR + diag 
VCM (tan) 2.2 22.25 1.08 

PAPR + diag 
VCM (sin) 1.3 21.61 1.05 

KF 1.3 20.51 1 
PAPR + proposed 

VCM (sin) 1.4 21.99 1.07 

PAPR + proposed 
VCM (tan) 2.3 22.64 1.1 

Table 3 indicates that the Least Squares error method 
has a high Processing Time (PT) per sample, primarily 
due to the repeated processing of GPS observations 
within the loop. Additionally, the proposed methods 
show that non-diagonal VCMs based on sine and tangent 
models demand more memory and PT than their 
diagonal counterparts, owing to the extra calculations 
involved. Moreover, the accuracy of the positioning has 
significantly improved. According to Table 2 and 3, 
although the KF method does not have the best accuracy, 
it consumes less resources than PAPR methods. The 
trade-off between hardware usage and positioning 
accuracy demonstrates the effectiveness and efficiency 
of the proposed methods. 

5 Conclusion 

In this paper, a method was proposed to improve 
positioning accuracy using a single-frequency GPS 
receiver. In this method, the phased-adjusted pseudo-
range algorithm was used to filter pseudo-range 
observations and reduce their noise through the use of 
precise phase measurements, thereby improving 
positioning accuracy. In addition, to determine the 
stochastic model, a non-diagonal VCM was used, 
accounting for the spatial correlations between the 
observations based on two different trigonometric 
models. Experimental results demonstrated that the 
proposed method outperforms other methods in terms of 

stability, smoothness, and accuracy, leading to at least a 
40% improvement in positioning results compared to the 
LS method and at least a 10% improvement compared to 
diagonal VCM-based methods. The hardware 
implementation of the proposed models using ARM 
technology demonstrated that the model is highly 
optimal, effective, and feasible. This result reflects a 
successful balance between model complexity and 
enhanced accuracy in the receiver’s positioning. 
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